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ABSTRACT  ARTICLE INFO 

A Classification of Quranic verses based on topics is one of the efforts to 
facilitate understanding and searching for information in the holy book, 
especially for non-Arabic readers. This study aims to test and compare 
the performance of three text classification methods, namely K-nearest 
neighbors (KNN), support vector machine (SVM), and random forest 
(RF), in grouping translated Quranic verses into 15 topic classes, such as 
Islamic arkanul, faith, the Quran, science and its branches, charity, 
da'wah, jihad, human and social relations, and others. The dataset used 
is the English translation of the Quran with full preprocessing and an 
80:20 data split for training and testing. The evaluation was carried out 
using accuracy, precision, recall, and F1-score metrics. The results show 
that RF achieved the best performance with an average F1-score of 
58.48% and testing accuracy of 90.81%. KNN followed with an F1-score 
of 54.07% and the highest testing accuracy of 92.05%, while SVM 
produced the lowest F1-score at 50.76% and accuracy of 88.20%. The RF 
demonstrates a more balanced ability in recognizing all classes, KNN 
excels in overall accuracy, and SVM performs less optimally in this 
classification task. This research is expected to serve as a foundation for 
developing a more intelligent and contextual topic-based verse 
classification system. 
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1. INTRODUCTION 

The Qur'an is the main source of teachings in Islam which is believed by Muslims to be the 

true revelation, this holy book contains the words of Allah which were conveyed by the angel Gabriel 

to the Prophet Muhammad as the messenger of Allah in stages [1]. The purpose of the Qur'an is to be a 

guide for the lives of Muslims, helping them achieve happiness in this world and the hereafter [2]. The 

Qur'an consists of 114 parts called "Surahs" and is divided into 30 parts and consists of 6,236 verses 

called "ayah". Studying the Quran is the main obligation of every Muslim [3]. Learning and 

understanding the translation of the Qur'an is not easy, one way that can be done is to classify the 

translation of the verses of the Qur'an into existing topics. 

Each verse in the Qur'an has a deep meaning and often covers a variety of themes at once. 

Based on the results of the study [4] , the content of the verses of the Qur'an can be categorized into 15 

main topics, namely Arkanul Islam, Iman, Al-Qur'an, Science, Amal, Dakwah, Jihad, Human and 

Community relations, Akhlak, Rules relating to property, Matters relating to the law, Country and 

Society, Agriculture and Trade, History and Story, and Religions. The study used the Naïve Bayes 

multinomial method and succeeded in obtaining a hamming loss 0.1247. 

To make it easier to understand and recognize the topics in the Qur'an, a system is needed that 

is able to group and identify verses into certain categories, known as the classification process. Text 

classification is one of the most important tasks in the field of natural language processing (NLP), 
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where text is classified into predefined classes. There are various approaches in the classification of 

texts, but in this study the K-Nearest Neighbor (KNN), Support Vector Machine (SVM) and Random 

Forest (RF) methods were used. The KNN algorithm is known as an effective method for text 

classification tasks due to its simplicity, its ability to handle large amounts of data, as well as its ease 

of application [5]. Support Vector Machine (SVM) has the advantage of being able to handle high-

dimensional data without relying on the number of attributes. In addition to being popular, SVM is 

also computationally efficient and effective in overcoming doubts in the learning process [6]. The 

classification process in Random Forest is carried out by combining a number of decision trees and 

training them using available sample data. This algorithm works by separating attributes from classes 

to generate predictions against new data that has not been recognized before. The use of the Random 

Forest algorithm gives an advantage in terms of flexibility and consistency when classifying data with 

more than one label [7]. 

KNN has been used in various studies for classifying Quranic verses and other Arabic texts. It 

generally performs well but is often outperformed by SVM in terms of accuracy. For instance, KNN 

achieved a recognition accuracy of 97.05% on the KUFIC dataset and 97.80% on the AHDB dataset 

[5]. However, in another study, KNN achieved an accuracy of 68% in classifying Indonesian 

translations of Quranic verses [8].  KNN has been applied to classify Quranic verses into categories 

such as "Shahadah" and "Pray" with more than 70% accuracy [9], and into categories like faith, 

worship, and etiquettes with above 80% accuracy [10]. 

SVM has been used to classify Quranic verses into themes and categories, achieving high 

accuracy scores. For example, it was used to classify verses into themes like faith, worship, and 

etiquettes with high accuracy [10]. Additionally, SVM was found to be effective in addressing the 

interrelationship between Quran and Hadith texts [11]. 

Random Forest is another robust classifier used in text classification tasks. It has been shown 

to improve classification performance when combined with feature extraction techniques like SIFT 

and SURF [12]. However, specific performance metrics for Quranic text classification using RF are 

not detailed in the abstracts. RF has been applied to classify ancient Arabic manuscripts and has shown 

promising results when synthetic features are introduced to enhance classification performance [12]. 

This study aims to compare the performance of the three methods in classifying the verses of 

the Qur'an into 15 classes, namely Islamic arkanul, faith, the Qur'an, science and its branches, charity, 

da'wah, jihad, human and social relations, morals, regulations related to property, law, state and 

society, agriculture and trade, history and stories, and religions, using the KNN, SVM, and Random 

Forest. This study uses data in English. By conducting tests on all classes, it is hoped that a thorough 

understanding of the strengths and weaknesses of each method will be obtained in the context of 

complex and thematic classification of religious texts. 

2. RESEARCH METHOD 

2.1. Research Stages 

Figure 1 illustrates the phases of the research process used in this study [13]. The data used 

came from the Qur'anic translation and was separated into two categories: training data and test data. 

The data went through the preprocessing, vectorizer, and data separation stages. Next, the KNN, SVM 

or Random Forest methods  were applied, where each method produced an optimal model, which was 

then tested on the test data to obtain the classification performance. 

2.2. Dataset  

The dataset used in this study is an English translation of the Quran. Each verse in the data 

was labeled a topic by which it consists of 15 topic categories. according to the topics grouped into 

classes, namely (1) Arkanul Islam (C1), Iman (C2), Al-Qur'an (C3), Science (C4), Amal (C5), 

Dakwah (C6), Jihad (C7), Human and Community relations (C8), Akhlak (C9), Rules Relating to 

Property (C10), Matters Relating to the law (C11), Country and Society (C12), Agriculture and Trade 

(C13), History and Story (C14),  and  Religions (C15) [14]. The data used were multiclass [15]. A 

multiclass dataset representation of such data is shown in Table 1. Each verse can fall into several 

classes, depending on its content [16]. This is the basic concept of multiclass classification, which is 

used to classify data into several relevant categories or labels [17, 18]. 
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Figure 1. Research stages [13]. 

Table 1. Data representation multi-class. 

Surah:Verse Translation Class (Label) 

2:5 
These are on a right course from their Lord and these it is 

that shall be successful. 
Iman (C2), Amal (C5) 

2:42 
And do not mix up the truth with the falsehood, nor hide 

the truth while you know (it). 

Matters relating to law (C11), 

religions(C15) 

41:49 
Man is never tired of praying for good, and if evil touch 

him, then he is despairing, hopeless. 

Human and society (C8), Akhlak 

(C9) 

4:68 
And We would certainly have guided them in the right 

path. 
Amal (C5), Religions (C15) 

16:83 
They recognize the favor of Allah, yet they deny it, and 

most of them are ungrateful. 

Arkanul Islam (C1), human and 

community relations (C8) 

2.3. Training and Validation Data  

 The dataset used in this study was divided into two main parts: training and testing data. 

Training data were used to conduct the research [13]. This division was carried out in an 80:20 ratio, 

where 80% of the data were used to train the model, and 20% of the data were used to test the model's 

performance after training.  The dataset was randomly divided, into 4,988 verses used to train the 

model. Several variations of the model of the training process were tested on the validation data, 

which accounted for as much as 10% of the training data.  

2.4. Data Testing 

At this stage, tests are carried out on models that have been trained using data training to 

measure their performance on data that has never been seen before [12], namely, testing data as many 

as 1,248 verses. This testing process aims to assess how effective the model is in classifying the 

translated verses of the Qur'an into predetermined categories. 

2.5. Text Preprocessing 

Text preprocessing plays an important role in summarizing and grouping documents. This 

process includes several stages, such as tokenization, case folding, punctuation removal, stopwords, 

and stemming, all of which aim to prepare the data for easier processing by the model. 

 Tokenization: The stage of breaking a text or sentence into small units such as words [19]. 

 Punctuation removal: This involves cleaning data from elements such as numbers, symbols, 

punctuation, links, hashtags, and usernames [15]. 

 Stopwords: Removing common words that do not significantly contribute to meaning, such as 

conjunctions or adverbs [19]. 

 Stemming: Simplify a word to its basic form by removing suffixes [20]. 
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The entire preprocessing process was applied to both the training and test data. Effective 

preprocessing can significantly enhance the performance of classification models by reducing noise 

and improving the quality of input data [21]. 

2.6. Vectorizer 

Feature construction or the formation of new features from raw data requires time and careful 

observation, as it is performed manually to ensure that the resulting features provide optimal benefits 

[22]. In this study, feature construction was performed using a vectorizer and was divided into two 

stages: feature extraction and feature selection. Feature extraction is where the system converts words 

into a vector that consists of two phases: primary extraction, which converts data into a standard 

format, and then converts it into a standard format. vector. Feature extraction can be performed using a 

representation bag of words, which is a commonly used NLP method [23]. Feature selection is a stage 

in data preprocessing that selects critical features in the analysis, improves model accuracy, and 

reduces computation time. This is performed using the TF. IDF and word count are techniques for 

measuring the value of word frequency in a document [24]. 

2.7. K-Nearest Neighbors (KNN) 

K-Nearest Neighbors (KNN) is a method of classification of text or data that uses directed 

learning [9]. K-Nearest Neighbors (KNN) is a fundamental classification method and is often used in a 

variety of applications, including text classification [13]. KNN classifies each new data class from the 

nearest data k in the feature space. The algorithm is simple in concept and implementation, making it a 

good choice for baselineors when the computing resources are limited.  

 

Figure 2. Stages of the KNN algorithm. 

Figure 2 shows the stages of the KNN method. The KNN calculates the similarities between 

the unclassified, class-unknown samples and each sample in the training data, then sorts them and 

selects the top sample K. Subsequently, the class of the unknown sample was determined based on the 

class of the sample K. The category that appears most frequently among K samples is the category of 

the unknown sample [24].  

2.8. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a supervised learning method used to analyze data and 

recognize patterns in the data grouping process [25]. Support Vector Machine (SVM) is an algorithm 

used to group data with both linear and nonlinear patterns. An SVM can handle complex data because 

it uses the kernel concept, which is a way to move data to higher spaces to make it easier to separate. 

Using an SVM, different objects can be grouped according to their type. As a supervised learning 

method, SVM studies patterns from prelabeled data to predict classes from new data [5]. The SVM 

architecture is shown in Figure 2. 
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Figure 1 Algoritma support vector machine [26]. 

The SVM formula is expressed in Equation 1 as follows[27]:  

  ( )      ∑ (     (   )   
 

   
)   (1) 

information:  

(x) : the data to be classified  

   ∶ Training data  

   ∶ Class labels  

   ∶ Weight  

K(,  x) ∶ a  kernel that calculates the distance between and   x 

b : bias 

2.9. Random Forest 

Random Forest is an ensemble-based algorithm developed using the Decision Tree method 

[28]. The ensemble algorithm itself is a combination of several machine-learning techniques to form a 

more powerful predictive model. Random Forest works by building a number of decision trees, and 

then the prediction results of each tree are collected, and most results (majority voting) are chosen as 

the final output [7], as shown in Figure 4.  

 

Figure 2. Random forest architecture [7]. 
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This approach effectively addresses the drawbacks of using a single decision tree, which often 

results in inaccurate classification [29]. 

2.10. Evaluation 

At this stage, tests were carried out on models that had been trained using data training to 

measure their performance on data that had never been seen before, namely, testing data as many as 

1,248 verses. This testing process aims to assess how effective the model is in classifying the 

translated verses of the Qur'an into predetermined categories. The evaluation in this study used 

accuracy (1) and F1-Score (2). 

          
∑

           
                         

 
   

 
         (2) 

          
                      

                  
   (3) 

information: 

TPi = True Positive is the amount of positive data correctly classified by the system for class i. 

TNi = True Negative which is the amount of negative data but is classified incorrectly by the system 

for the first class. 

FPi = False Positive, which is the amount of negative data that is classified incorrectly by the system 

for the first class. 

FNi = False Negative which is the amount of data that is positive but classified incorrectly by the 

system for the first class. 

3. RESULTS AND DISCUSSION 

In this study, a total of 6236 data were used. This study tested two text classification methods 

KNN, SVM, and RF. The evaluation was performed using an English Qur'an translation dataset with 

an 80:20 data-sharing scheme (80% training data and 20% test data), as well as full preprocessing for 

text data cleaning. The results of the KNN test are listed in Table 2. 

Table 1. Result testing data training KNN. 

Class 
Train score Val score 

F1 (%) Acc (%) F1 (%) Acc (%) 

C1 57.26 92.20 53.30 92.99 

C2 75.66 78.84 62.57 67.33 

C3 58.63 92.54 49.86 91.18 

C4 57.26 92.20 53.39 92.99 

C5 58.59 89.69 54.41 90.18 

C6 49.24 96.99 49.08 96.39 

C7 53.49 94.63 52.23 94.79 

C8 57.05 90.71 47.75 91.38 

C9 56.15 89.13 50.49 86.57 

C10 61.19 95.88 56.92 95.79 

C11 53.28 96.97 49.49 98.00 

C12 49.82 99.26 49.95 99.80 

C13 49.80 99.20 49.86 99.44 

C14 59.44 90.73 55.27 88.18 

C15 52.79 95.37 49.13 96.59 

Correspondence 56.64 92.96 52.25 92.11 

Based on Table 2, the results of the data train the KNN  method, where the method performs 

the preprocessing process. Next, test data are obtained,  and the classification performance is 

produced, as shown in Table 3.   
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Table 2. Results of the KNN method test data. 

Class 
Data test 

F1 (%) Acc (%) 

C1 57.52 93.03 

C2 66.21 69.71 

C3 54.32 91.51 

C4 57.52 93.03 

C5 54.45 88.94 

C6 49.10 96.47 

C7 53.59 94.31 

C8 54.33 90.79 

C9 50.53 87.10 

C10 56.70 95.67 

C11 48.96 95.91 

C12 49.86 99.44 

C13 49.89 99.55 

C14 56.27 90.30 

C15 51.75 95.03 

Average 54.07 92.05 

Table 3 shows the results of  the testing data tests from all classes using the KNN method, 

which consists of F1-score values and accuracy data tests. Next, we tested the Support Vector 

Machine  method as shown in Table 4. 

Table 4. SVM method data train test results. 

Class 
Train score Val score 

F1 (%) Acc (%) F1 (%) Acc (%) 

C1 99.69 99.87 49.03 58.32 

C2 99.80 99.86 45.69 47.70 

C3 100.00 100.00 52.14 91.58 

C4 100.00 100.00 52.14 91.58 

C5 99.95 99.95 54.41 90.18 

C6 100.00 100.00 54.39 96.59 

C7 100.00 100.00 52.23 94.79 

C8 99.97 99.97 47.64 90.98 

C9 99.99 99.99 50.37 86.37 

C10 99.93 99.95 52.82 95.39 

C11 100.00 100.00 49.49 98.00 

C12 99.66 99.94 49.90 99.60 

C13 100.00 100.00 49.89 99.55 

C14 99.92 99.92 49.40 86.97 

C15 99.96 99.97 54.74 96.79 

Correspondence 99.92 99.96 50.95 88.29 

Based on Table 4, the results of the SVM method obtained a fairly good score. Next, test data 

are obtained,  and the classification performance is produced, as shown in Table 5. 

Table 5 shows the result of  testing data tests from all classes using the SVM method, which 

consists of F1-score values and accuracy data tests. Next, testing was performed using the Random 

Forest  method, as shown in Table 6. 

It can be seen in Table 7 that the test data is carried out  and produces classification 

performance. 

Table 7 shows that the RF model is generally reliable in predicting the correct label. Table 8 

shows a comparison of F1 scores from the three methods for metric confusion in Iman class (C2) test 

data. 
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Table 5. SVM method test data results. 

Class 
Data test 

F1 (%) Acc (%) 

C1 48.56 61.46 

C2 45.52 47.92 

C3 54.94 91.43 

C4 54.94 91.43 

C5 50.26 88.62 

C6 51.35 96.55 

C7 48.45 93.99 

C8 52.87 90.62 

C9 48.21 86.78 

C10 51.89 95.19 

C11 48.94 95.83 

C12 49.86 99.44 

C13 49.90 99.60 

C14 51.16 89.10 

C15 54.54 95.11 

Average 50.76 88.20 

Table 6. RF method data train test results. 

Class 
Train score Val score 

F1 (%) Acc (%) F1 (%) Acc (%) 

C1 99.63 99.64 65.73 66.70 

C2 99.76 99.78 65.91 70.49 

C3 100.00 100.00 61.22 92.54 

C4 99.83 99.94 60.40 92.54 

C5 99.80 99.92 58.06 88.98 

C6 100.00 100.00 55.93 97.10 

C7 99.87 99.97 54.59 94.99 

C8 99.85 99.94 57.76 90.53 

C9 99.87 99.94 54.48 87.86 

C10 99.84 99.97 70.30 96.10 

C11 99.76 99.97 52.03 96.44 

C12 98.88 99.97 49.72 98.89 

C13 100.00 100.00 49.89 99.55 

C14 99.85 99.94 63.06 90.65 

C15 99.85 99.97 58.30 96.10 

Correspondence 99.79 99.93 58.49 90.63 

Table 7. Results of RF method test data. 

Class 
Data test 

F1 (%) Acc (%) 

C1 67.36 68.91 

C2 67.74 71.55 

C3 60.88 91.83 

C4 65.21 93.43 

C5 52.14 88.78 

C6 51.35 96.55 

C7 53.59 94.31 

C8 54.97 90.79 

C9 55.99 87.50 

C10 73.84 96.71 

C11 48.94 95.83 

C12 49.86 99.44 

C13 49.90 99.60 

C14 64.23 91.27 

C15 61.19 95.59 

Average 58.48 90.81 
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Table 8. F1 score data test for science and amal (C4 & C5) classes. 

Class KNN SVM RF 

Science 57.52 54.94 65.21 

Amal 54.45 50.26 52.14 

The Confusion Matrix provides a visual overview of the performance of the classification 

model. By comparing the matrix confusion of the optimal model, we can observe the difference in the 

number of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) [21]. 

   
(a) (b) (c) 

Figure 3. Confusion metrics of the science class: (a) KNN; (b) SVM; and (c) RF. 

Based on Figure 5, the confusion matrix shows the results of testing the three classification 

methods: KNN, SVM, and RF on Science class data. Each matrix displays the number of true and 

false predictions for each class. 

   
(a) (b) (c) 

Figure 6. Confusion metrics of the amal class: (a) KNN; (b) SVM; and (c) RF. 

Figure 6 shows the confusion matrix of the three classification methods for the Amal class. 

The KNN method managed to correctly predict 12 Amal class data, while SVM 5 data, and RF 8 data. 

The amount of data that is not a Charity class and is successfully predicted correctly by the KNN is 

1098, by SVM 1101, and by RF 1100. The difference between SVM and RF in predicting non-charity 

class data is only 1 data. 

4. CONCLUSION 

All three methods showed quite good results in classifying the topic of Qur'an translation. The 

Random Forest method provided the most balanced results, with an average F1-score of 58.48% and 

an accuracy of 90.81%, demonstrating its ability to recognize different classes well. KNN recorded the 

highest accuracy of 92.05%, but its F1 score was 54.07%, indicating that it tends to be more accurate 

in classes that appear frequently. Meanwhile, SVM had the lowest results with an F1-score of 50.76% 

and an accuracy of 88.20%, indicating that its performance was less stable than that of the other two 

methods, making it less effective than the other two methods in this classification task. 
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This research demonstrates that with proper preprocessing and vectorization, KNN, SVM, and 

Random Forest can all be effective for classifying translations of the Al-Quran, each with its own 

strengths and limitations. However, some suggestions can be considered for further research. First, it is 

recommended to explore other machine-learning methods, such as Neural Networks or Gradient 

Boosting, which might provide better performance in the context of text classification. Second, further 

research may consider the use of more advanced Natural Language Processing techniques, such as 

word embeddings or transformer models, to improve data representation and classification accuracy. 

In addition, it is important to perform a more in-depth analysis of the hyperparameter-tuning 

parameters for each model to determine the optimal configuration. Finally, subsequent research could 

expand the scope of the data by including translation variations from various sources to improve the 

generalization of the model. With these steps, it is hoped that the results of this research will be more 

useful and applicable in the context of understanding and analyzing the Quran text. 
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